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On the Noise Behavior of a SAW Convolver Used
as a Matched Filter

Gerald Ostermayessociate Member, IEEE

Abstract—The noise behavior of a surface acoustic wave con- =Lz -Lf2 VA L Lp2
volver used as an analog matched filter is investigated in this paper. * * —*
In contrast to the existing literature, we do not neglect the influ-
ence of noise processes with squared amplitudes. It is shown that )
these quadratic noise contributions have a significant influence on )W( )
the output signal-to-noise ratio (SNR) of the convolver for values n.x) 5@.x)
of input SNR lower than 10 dB. The calculation is done for on-off { /
keying coded signals but the results are also valid for other modu- 7
lation schemes, e.g., phase shift keying. o)

Index Terms—Convolver, matched filter, noise, SAW, spread
spectrum. Fig. 1. Principle structure of a SAW convolver.

|. INTRODUCTION metallic electrode of length;. Below this waveguide, the sig-

] ) o nalsr,(t, =) ands,(t, ) propagate in opposite directions. Due

N THE LAST years, several interesting applications o the large-signal amplitudes in this area, a local polarization

surface acoustic wave (SAW) convolvers were publishgd generated, which is proportional to,(, ) + sa(t,z))?,
[1]-[5]. This device was used in spread-spectrum commuRig | the local product,(t,z) - s(t, =) is generated. The long
cation systems, measurement systems, and sensing Syst@gasallic electrode integrates the surface polarization dyelf
Whenever a real-time correlation of fast varying signals witiye electrode is very long compared to the wavelength, the in-
high time-bandwidth product is necessary a SAW convolVgggration of all polarization parts not contributing to the convo-
can advantageously be used. This is due to its high real-tifigon operation results in a constant offset of the output signal.
calculation capability for a specific operation, i.e., for conpye to capacitive coupling of the convolver ports, this offset
volution or correlation, respectively. For signal detection ifoes not affect the output signal. Introducing integration time
communication systems, as well as for accuracy estimationgn — 1./, and definingr = z/v,, we get for the convolver
measurement and sensing systems, the influence of noise aUuthE)ut signal
convolver inputs to the output signal is extremely interesting.

In Section 11, a short description of a SAW convolver is given. T Ti/2
Section 11l describes how noise at the convolver inputs affect” <t+§+Td> = vsk / I
the signal at the output. Finally, short conclusions are given in ~2
Section IV. with % as a proportionality factor aril, = (L — L;)/2vs as the

delay due to the distance between IDT and waveguide. Itis seen
II. SAW CONVOLVER that the output signaft) is a time-compressed (with a factor of

A SAW convolver is an electroacoustic device with three elefv0) and time-delayedr; /2 + T,) version of the convolution
trical ports: two input and one output port [6]. The electricdl’ the input signals(¢) ands(#). Due to the time compressing,
signalc(t) at the convolver output is strongly related to the corlt IS POssible to design a convolver in a way that the input and
tinuous-time convolution of the two electrical input signalg)  OUtPUt spectrums do not cover the same frequency range. Thus,
and s(t). Fig. 1 shows a SAW convolver. At each end of thgwput and ou.tput signals are not dlsturped by crossta!k. With a
piezoelectric substrate, there is an interdigital transducer (IDF§it@Ple choice of(¢), an analog real-time matched filter for
[7]. The IDT element consists of an electrical and acoustic pghmMost arbitrarily signals(t) can be buit.
and converts the electrical input signalg) ands(¢) into the
propagating acoustic waves(t,z) = r(t— (L/2+z)/v,) and IIl. N OISE BEHAVIOR
sa(t,x) = s(t — (L/2 — z)/v,), with v, being the sound ve- A, General
locity. Each IDT is followed by a beam compressor, which com- . . . . .
presses the beam width to a couple of wavelengths. Betweer|1n this sectlon,yve mvesugate how the cqnvolveroutputagnal

ffected by noise at the inputs. In the literature [8], one can

. S
the beam compressors, there is a narrow (a few wavelengt}nsz ; : A S
ind such calculations with much more simplifications, as in this

paper. Our focus lies on the use of a convolver as a matched

s(t47) - r(t—7)dr (1)
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Basis for our calculations in the time domain is the general @)
relation between the electrical input signa{$) ands(t) (cor-
rupted by mutually uncorrelated white Gaussian noise processes 3
n,-(t) andns(t), respectively) and the electrical output signal
o(t) [6] .
T /2
o(t) = / {cL [s(t+7) +ns(t+7)+r(t—7) 0
(T:/2)
St — }d
/ + np( 'r)] T 4
L:/2 by 1 0 0
+/ {ext[s(t+7) 4 ma(t+7) +r(t —7)
—(T3/2)
+n.(t— T)]Q} dr (2) Fig. 2. Example of an OOK coded signal with, = —=/2 and code
[11001].

with ¢y, as the weighting factor for the linear relationship be-
tween the inputs and outputyr, as the weighting factor for the

7,/2
quadratic nonlinear relationship between the inputs and output, + °NE~ 2/ r(t=7) - ns(t+7)dr

—(T;/2
s(t) as a convolver input signal (receiving signaljt) as the ~ ) ~
other convolver input signal (reference signaf},) as the con- y s ()
volver output signall; as the time duration of the integrating T3/
electrodens(t) as a stationary noise process at inputith +one -2 —(Ti/2) na(t+7) 0 (t=T)dr . ()

two-sided power spectral density, andr,.(¢) as a stationary
noise process at input with two-sided spectrum density,..

-

-
negectible

The convolver itself is considered to be noise free. Rewriting Without loss of generality, we concentrate on on—off keying

(2) gives
c(t)
T,/2 T,/2
= cL/ s(t+71) d’r+cL/ r(t—7)dr
—(T:/2) —(T:/2)
time indljpendent time indljpendent

T)/2 T:/2
—i—cL/ ns(t+7) d’r—i—cL/
o= Ty2) o =T/

neglectible

ne(t—7)dr

neglectible

T;/2 T;/2
+CNL/ SQ(t—‘rT) dT+CNL/ 7’2(t—7') dr
e e
time independent time independent.

T, /2 T, /2
+enr / ng(t—i—'r) dT + eNL / nz(t—'r) dr
(T:/2) (T:/2)

nana (1) e (1)
T, /2
Fent -2 / s(t47) - r(t—1) dr
—(T:/2)
sr(t)

T, /2
+cnNL -
—(T:/2)

-

sng (t)

T,/2
+conNt - / t+

s(t+7) -ns(t+7)dr
)

- (t—7)dr
(T:/2)

SN (t)

-

T, /2
—+CnNT, - 7’L1w(t—7') dr

—(T; /2)

™My (t)

(OOK) coded signals since, at some points, the calculations
are simpler than, for example, phase-shift keying (PSK) coded
signals. Note that all derived results for the sampling moment
are valid for other coding schemes (binary phase-shift keying
(BPSK), quaternary phase-shift keying (QPSK),) as well.
The time duratiori/- is the chip duration7’s is the duration
of the RF burst in case a chip is set to “1.” We consider the gen-
eral case fofl = # 1, but in practicel and?Zs are often the
same, i.e.J¢ = 1g. Signals can be written as

N
st)= Ay {code(k,n) Cspp (t —to— (k- 1)TC)

k=1
X Cos [ws (t—to—(k—1Tc) + %} } (4)

with sz p(t) = rect((t — Ts/2)/Ts/2) as the burst envelope
andrect(t) = 1 for |[t| < 1, rect(¢) = 0 otherwise, as the
normalized rectangle functiom, denotes the amplitude, and
code(k, n) denotes the signal code of length with n chips
setto “1.” Fig. 2 shows an example. Analogously, the reference
signal can be written as

N
r(t)= A {Code(k,n) crpp(t—to — (k— 1)T¢)

k=1
X COS [w,,(t —to— (k—1)Ic) + (p,,:| } (5)

with »pp(t) = rect((t — T5/2)/T/2). Before we start the
evaluation of (3), some assumptions are stated. The maximum
code duration has to be shorter than the integrating electrode of
the convolver. The sampling point of the output signal equals the
moment when the receiving and reference signals completely
overlap. The system has to make sure that, at this moment, both
signals are completely covered by the integrating electrode. A
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suitable choice ofj in (4) and (5) guarantees that this prereg-
uisite is fulfilled.

B. Irrelevant Signals

Parts 1, 2, 5, and 6 of (3) are integrals of sinusoidal waves
[cf (4) and (5)]. As stated in the above section, we are only in- |
terested in the conditions at the sampling moment. At this time,
whole signals(t) ands(t) are covered by the integrating elec-
trode. Therefore, calculating parts 1, 2, 5, and 6 of (3) result in
time-independent values. Due to capacitive coupling, such an
offset does not appear at the convolver output and, therefore,
needs not be considered. Parts 3 and 4 of (3) can be neglected

781

t+tn+(k—Al)-Tc x+tn+(l;—l)7;+1; ~+4+(k-1)T, -t+t,;(k—l)-Tc+T,

since the noise processes(t) andn,.(¢) have zero mean andFig. 3. Thekth bits of the signals(t + 7) andr(t — 7).

the integrating timeZ; is much longer than the inverse of the

convolver input bandwidth. Sinee,(t) andn,.(t) are uncorre- (without loss of generality) that the code lengthiand all chips
lated processes, the last part of (3) can be neglected as wellagre set to “1."

Additionally, we agree o, = w, = wj,. With these as-

C. Relevant Signals

Seven parts of (3) remain, which contribute to the convolver
output signal:sr(t), sns(t), sn.(t), rn.(t), rns(t), nsns(t),
andn,.n,.(t). The signakr(¢) of (3) is the desired output signal.
All other signals are noise processes, which distutl). It is
a special property of a convolver that the noise power partly de-
pends on the input signalgt) andr(¢). In the following, we
will calculate the power or variance of all parts of the output
signal at the sampling moment to find the relationship betwe@[(t) =
the SNR of the output signal (at sampling moment) and the
SNRs of the input signals.

1) Desired Output Signal:At the sampling momertt = 0),
all chips of s(t) andr(t) are exactly time aligned. From (4)
and (5), we know that an optimum correlation result is given
for ¢, = —g,. Fig. 3 shows chips of the signals:;(¢ + ) and
r(t—7). The arrows indicate the signal propagation direction for
increasing time. For the following considerations, we assume
Te > 2Tp. This guarantees that each chip overlaps with, at

most, one other chip. The value of the correlation maximum is Since relevant frequency values are in the range of several 100

4

sumptions, we get

5 A’I’

“n -2 cos2wint + @5 + ©r)

R AN A A,
- — c - - /”L
2 NLTT

Sin2wint + winTB) - cos(winTB + s + ¢r)

7

2CNL .

Win
T
_TB <t <0
AA,

“n -2 cos(2wint + @5 + ©r)

Tp A A,
. —t—l-? + 2en - N

'Sin(—2wint +winTB) - cos(winns + ¢s + ¢r)

7

2enr, -

Win

0<t < —.
- 2

()

not affected by this assumption. Therefore, the resultssad  MHz, the parts withw, in the denominator can be neglected.
of these investigations are valid féf; < 7. With (4) and (5), With A(t) = 1 — |¢| for [{| < 1, A(t) = 0, otherwise we get

we get A, 2t
T./2 87(t) = 2CNL LT - TB - A<E>
sr(t) = 2eny, - / s(t+7) - r(t—7)dr
—(T5/2) - CoS (2wint + @5 + <p,,). (8)
e AA z’\: Ti/2 The maximum can be calculated4o(t = 0, ¢, = —¢,) =
— SONLAs A SR = cnt. - AsA, - n - Tr. The power is given by
k=1 —(T:/2) ) o
_ 2 . s, 2
. {Code2(k,n) spp(t+m—to—(k—1)T¢) Psr = denr 4 (nTg)" ©)
2) Quadratic Noise Signalsin contrast to previous litera-
x rrp(t—7+to+(k—1)T¢) ture (e.g., [8]), the quadratic noise signals:,.(t) andn,n.(t)
oS [ws (t+r—t0— (k- 1)Tc) +%} [cf(3)] are not_neg!ecteq in this paper. We will see that these sig-
nals have a significant influence on the SNR of the convolver
output signal. In the following, we calculate the powey,.,,,.
X cos [wr (t—7+to+(k—1)1I¢) +<Pr:| dr. and the variance?,.,,,. of the noise process, n,.(t). The noise
©6) process is assumed to be stationary, white, and Gaussian with a
two-sided spectrum density.. The noise power is given by
The integration limits are taken from Fig. 3. Within these 1

limits, it is guaranteed that;p» - v, p = 1. Again, we assume

P, (10)

/ D, 0, (W) dw
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With @pp(@) = FI{nmr(T)} and guenn(r) = ' { A <w—2wo) LA <w+2w0> Lo <L>} o
ACF{n,n.(t)}, where FT and ACF denote the Fourier 2wy 2wy Wy
transform and the autocorrelation function, respectively. The (15)
noise procesa,n,.(t) can be written as The variance:2,., . equals the poweP,,..,, minus the contri-
T./2 bution atw = 0. Thus, we get for the variane€,.,,,. of n,.n,.(t)
() = enL - / n2(t —7)dr
—(T:/2) T
= / ext, - rect | n2(t—r7)dr 4 oo S <w5>
—o0 L o2 = ki —Sw 772 ></ —_—
/~oo ( ) 2( ) NNy NT,ﬂ_Q g'lr e w2
= h(t)-ni(t — 7)dr
2 —2 2
; P ()= 65)]
= h(t) * n2(t) (11) 2wy 2wy 2wy s
with h(t) = cnr, - (rect(2t/T;). The relationship between the (16)
power spectral densities of a stationary proeei$s) at the input o .
and a stationary processn,.(t) at the output of a linear time ~ Considering the relation [11]
invariant (LTI) system is given by
— P ) * t)—1
P () = By () - |H ) Cia) =7+ ta(o) + [ ==L
0

[9]. The relationship between the ACFs of a stationary noise
processn,.(t) and the same process with squared amplitudes
n2(t) is given by

arg(z)| <=,  withy = 05772156649 (17)

D,z (w) LI P2 (T) = 0t 4242 (1) (16) can be rewritten into

where FT denotes the Fourier transform [10]. Consequently, we 4
. 2 _ 2 2
get for the power spectrum densityofn,.(¢) Tnen, = ONL 270

By (W) = FT{U;;} | HGw)|?

wo

) —y—=1+ln| —F——
+2~FT{<,072LT(7‘)} | H(jw)| 2wy /Wi — W]
= 2. afh . |H(jw)|2 - 8(w) +Sos (2w0T7;) - cos (2ng7;)
1 ~
+ = [HGW) - B, (@) 5 O, (). (12) 1 (worst case)
7_r _ + 2sin [(wo + wg)T;] - sin [(wo — wg) 1]
At the convolver input, we assume to have an ideal passband -
filter with center frequency, and bandwidt2 - f,. The noise —2 (worst case)
power spectrum density after that filter can be written as — 2w0T; - Si(2w0T;) 42wy T; - Si(2w, T)
w—w w+w
D, (W) =mn - [rect < 0>+rect < 0)} . (13) /2 /2
. N “o N + (wo +wy)T; - Si [2(“’0 + wg)TZ}
The convolution of this noise power spectrum density gives N ’
D, (w)x D, (w) /2
= 2y + (wo — wy) Ty - Si[2(wo — wy) T3]
X [A<w_2w0>+A<w+2w0>+2.A<L>}_ %;’F/Q
2w, 2w, 2w, ] ] 1
(14) — Cl(2¢d0ﬂ) + 01(2(4)0117‘,) +§
—_— N——
From (11), we know ~0 ~0
i A g (W 1
g = o o (). Cielen +0)8] 4 1o~ )z
Knowing this and using (10), (12), and (14), we vyield for the M M
power Py, .y, Of 1,7, (%) (18)
-, sin? <w—z>
Py, = 4ckiot / —— "7 §(w) dw For arguments: > 100 Si(z) and Cif) can be very well
tizd Ty 2 . .
—oo w approximated byr/2 and zero. Since the frequency range and
o T integration length of a SAW convolver is in the range of some
oo SINT [ W— - . i
42 4, y 100 MHz and some microsecond, respectively, the condition
NL 5%l e w2 x > 100 is fulfilled very well. For instance, the argument for
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the convolver used in [1]-[3], the inequality > 16000, is Similar ton,.n.(¢) [cf (11)], sn.(t/2) can be considered as
valid. Equation (18) can be simplified to the answer of an LTI system with impulse resposgg) to the
noise process,.(t) at the input. The relation between the power
spectral densitie®,,,,.(w) and ®,,.(w) of the noise processes

4 oo
Tpon = CQNLFUE sn-(t) andn,.(t) is given by
wo
Xsmowg T | =y=—4+In | ————— . 2
2_,,2 1
2wg\/wo Wy q;snr(w) =-.9, <£> .18y <jf> (25)
(19) 2 2 2

The “worst case” in (18) means that the magnitude of the with (4), we get for the square of the spectrumsof2t)
second part within the outer brackets of (19) is maximized. Ne-

glecting this second part causes an error of around 1%. This

gives W |2
5 (75)|
4 2
O, = L =MWy Ti (20) = 4ck A2
Since the noise processes(t) andn(t) are stationary, we
get for the variance of;n4(t) X < 2cos(wsTh + 2¢,)
4 w T w T
2 — 2 L 2 E- 21 . w —B o hd _B
Opons — CNL Wnswg (21) Sln (2 ws) 5 sin (2 —i—ws) 5
’ w w
T Ws +UJS
The processes,.(t) andn,(t) were assumed to be Gaussian ) (2 ) (2 )
distributed and it follows that the processes.,.(t) andn.,n(t) cin2 (f —ws) T_B}
arey? distributed with 2 of freedom. n L\2 2
3) Signal Depending Noise ProcesseBhe first process to (g_w )2
be considered isn,.(t). s(t) is given in (4), the noise process \2 7
n,-(t) is assumed to be stationary, white, Gaussian distibuted, .2 (w ) 15
. . Sin — 4t ws ) —
and has a two-sided power spectral densjty The power of 1\2 2 2 .2
. . =+ . 7‘L+8CNLAS
sn(t) is given by (fﬂu )2
2 5
1 o
Py, = o / Dy, (w) dw (22)
T J—oo x < 2cos(wsTr+2¢s)
with @,,,.(w) = FT{@sn(7)} andps,-(7) = ACF{sn.(¢)}. w T w T
sn-(t) can be written as sin (——w5> “B | .sin (—+w5) B
2 2 2 2
T, /2 (g_ws) (%—i—ws)
snp(t) = 2enr, - / s(t+7)-n.(t—7)dr o [rw Ts ]
—(T:/2) S (E_ws) 7
- / s1(7,1) -0 (2t = 7) dr 23) ' _(f—w ) |
oo 2 s
. . sin? (g—i—wS) E
with s;(7,¢) = 2enr - s(7) - rect(2(7 — ¢)/T;). Since we are " 2 2 ]
only interested in time intervals where the whole sigs(@) is (ng )2
covered by the integrating electrode and keeping in mind that g T
n.-(t) is stationary, we can simplify the preceding equation to n—1 w
s1(7) = 2enr, - s(7). With that, (23) can be rewritten as X Z(n — k) - cos (kgTC) . (26)
k=1

sn <%> - /Oo s1(7) m(t— Ty dr = s1(t) * nu(t).

oo A numerical investigation of (26) using simulations shows
(24) that the par8ci; A2 - {...} - ¥(n — k) cos(kwT,/2) can be
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neglected. Knowing this, the calculation of the powesof(¢)

gives the following with (22), (25), and (13):

4
FPsn, = - 'CQNLWrAz”
—Q(wg—wg)
x / -
—2(wo+twy)
1B

. 2 _ b
+/2(wo+w9) S |:(w 2ws) 4 :|d
9 (w—2w;)?

sin? [(w —2w,) T—B}
4
dw

(w—2w;)?

W
(wo—wyg)

4
+ T CQNLW?’Agn

T
—2(wpey) sin? [(w—i—QwS)TB}
X / . 5 dw
—2(wotwy) (UJ+20J5)
. T
2wt sin? [(w+2ws)TB}
—|—/ dw
2(wo—wg) (w+2w5)2
] —2(wo—wg)
+— - G Ain - cos(wsT+20,) % /
. —2(wo+twy)

(w—2w;)(w+2w;)

sin [(w—2w5)TTB} - sin [(w+2w5)%}
. d

(w—2ws ) (w+2w;) w

(27)

From (27), it is observed that the powEr,,,. has no contri-
bution atw = 0. Therefore, the relatio®,,,,. = #2,,. is valid.
Using (17) andv; = wq, we can simplify (27) to (28), shown at
the bottom of this page.

The approximations as well as the term “worst case” are used
in the same sense as was done for (18) and (19). Equation (28)
can be simplified to

2
Oin, = — e Ain - {Tp + A}
2 n cos(woTp + 2¢;)

2wy — wy Wo

2 —
X |7 sin(on;;) + COS((U()TB) -In <ﬁ):| .

(29)

A:

For real-world convolvers and signals [1]-[3], it can be safely
assumed thdl’s > A holds, and we arrive at the variance of
snp(t)

2

SNy

o cxp - 2A% . - nTp. (30)

From (3), it is concluded that the variances of the stationary

8 2(‘004‘“9) H . imi -
+ 220, A2n - cos(w, T +2¢,) X / noise processes (t), rn.(t), andsn,(t) obey similar equa
v 2(wo—wgy) tions.
e 2 L2 A2 x 2wy 2 cos[(2wo +we)TB]  cos[(2wo — wy) 1]
e T TNLITs dwf — w2 w, 2wo + wy 2wo — wy

~
(2wotwg)~1 (worst case)

2cos(w,Tr)

~
—(2wg—wgy )~ (worst case)

+TB . Sl[(2w0 + wg)Tg] — T}; . Sl[(2w0 — wg)Tg] + 2TB . Si(ngB)

Wy
——

2-wy * (worst case)
2 2
z . CNLUTASTL
w Wo

- cos(wolp + 2¢s) - cos(woTn)

%TFTB

x < In(2wy — wy) — In(2wy + wy) + Ci[(2wo + wy)TB] — Ci[(2wy — wy)TB]

2. i An

s Wo

—~

~0

-cos(woTs + 2¢5) - sin(weT) x < 2 - Si{w,Tg) + Si[(2wo + wy)TB] — Si[(2we — wy)T5]

= =0

(28)
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NRyy; [dB]
80
I
10 / 6
1
=
/
0 e
e
Ny
v
-80
-30 0 30 50
SNR,; [dB]

Fig. 4. SNRouyT at the convolver output depending &iNRiy at the

convolver input for three different code lengthg1, 12, and 48).

785

gain in SNRy; [dB] of code length n
compared to code lengthn = 1

‘
‘|
““\\
" Sges ‘|‘
///// o “.\\““"-
/,,//,,,'/,,4,,: ét‘ s
i i
’////#/77”/"'//,’"///’"” S
///l/

OIS
////7"0 i

//////l/ﬂ//////,,, e

%%ﬁ%
Wi
///y/,,/”//

100 <1 code length n

Fig.5. GaininSNRoy at the convolver output depending on B8R at
the convolver input and code lengthcompared to code lengith = 1.

From [1]-[3], we have data of a convolver and used signals,
1T; = 16 ps, f; = 80 MHz, and?’s = 70 ns. Fig. 4 shows the
SNRour at the convolver output dependent on 8¢Ry at
the convolver input for three different code lengths. One can

4) SNR at the Convolver Outpuffhe SNR at the convolver gqq that they? distributed part is dominating f8NRy <

output is given by
Psg
O3, 0%, 0k, 0k, +0% . +07
(145147,7’L7ﬁ3)2
Ti - (n2+n7) +2nTs - (AF+AY) - (ns+m0)
(31)

UsingSNR; = A2?/(8f,m:) andSNR,. = A2/(8f,n.), we
can rewrite (31) to

= 8fg

8f A2A2 (7’L,‘TB)2
SNR. _ Jartst e N B
OV T X + X+ X
A T,
X, = ——=
'~ SNR, <SNR )
A T,
Xy = ——r
27 SNR, <SNR )

(32)

1 1
X3 =2nTgA%A? — .
3= Aninds ’<SNRS SNR,,>

0,...,10 dB, whereas the Gauss distributed part is dominating
for SNRix > 10,...,20 dB. In the literature (e.g., [8]), the

x?2 distributed part is neglected. As we see from Fig. 4, this
is only permissible for arsNRy > 10,...,20 dB; values

that are often not reached in spread-spectrum communications.
Fig. 5 depicts the gain 3NRoyr that can be achieved with
code lengths compared to a code length= 1. The transition
from they? distribution dominated part to the Gauss distribution
dominated part can be recognized very well.

IV. CONCLUSIONS

The noise behavior at the output of a SAW convolver is de-
rived and discussed for matched filter applications. In view of
these applications, one input signal is assumed to be generated
locally in the receiver as the reference signal. Therefore, its SNR
is much higher than the received signal at the second input of
the convolver. We calculated the instantaneous SNR at the con-
volver output at the sampling time, which is dependent on the
SNR at the receiving signal input of the convolver. It was shown

Since the reference signal is generated in the receiver, Hat the noise processes with squared amplitudes contribute sig-
unequatioSNR,. > SNR, (= SNRpy) holds. Considering Nificantly to the noise at the output fSNRix < 10 dB. Ne-
this and adjusting the amplifiers at the convolver inputs in a w&jecting these quadratic contributions causes a significant error

that 4, = A,., we obtain

2f, - (nT)? - SNR
SNRouy = o {0 18)7 Sy
T -t
"Bt SNRi
2f, - nT.
SNREPL = SNRIZT 410 - log o T”ﬂ?
1+ i/ 4B

4n - SNR ML

(33)

(up to some 10 dB) in thBNRour.
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